Network Load Balancing
Overview



Network Load Balancing Cluster

Serverl Server? Server3 Server4 Server5

The Network Load Balancing (NLB) feature distributes traffic across
several servers by using the TCP/IP networking protocol



High availability
A high availability system reliably provides an acceptable
level of service with minimal downtime. To provide high

availability, NLB includes built-in features that can
automatically:

e Detect a cluster host that fails or goes offline, and then
recover.

e Balance the network load when hosts are added or
removed.

* Recover and redistribute the workload within ten
seconds.



Scalability

For NLB clusters, scalability is the ability to incrementally

add one or more systems to an existing cluster when the

overall load of the cluster exceeds its capabilities.

 Balance load requests across the NLB cluster for
individual TCP/IP services.

* Support up to 32 computers in a single cluster.

* Balance multiple server load requests (from the same
client or from several clients) across multiple hosts in
the cluster.

e Add hosts to the NLB cluster as the load increases,
without causing the cluster to fail.

* Remove hosts from the cluster when the load
decreases



Hardware requirements

To run an NLB cluster, the following are hardware

requirements:

 All hosts in the cluster must reside on the same
subnet.

* Thereis no restriction on the number of network
adapters on each host, and different hosts can have
a different number of adapters.

* Within each cluster, all network adapters must be
either multicast or unicast. NLB does not support a
mixed environment of multicast and unicast within a
single cluster.



Software requirements

To run an NLB cluster, the following are software

requirements:

* Only TCP/IP can be used on the adapter for which
NLB is enabled on each host. Do not add any other
protocols (for example, IPX) to this adapter.

* The IP addresses of the servers in the cluster must be
static.

* NLB does not support Dynamic Host Configuration
Protocol (DHCP)
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Before you begin

Installation Type

Server Selection

DESTIMATION SERVER
WIN-R4403GIKKOR. Deanlashley.com

This wizard helps you install roles, rele services, or features. You determine which roles, role services, or
features to install based on the computing needs of your organization, such as sharing decuments, or
hosting a website,

To remove roles, role services, or features:
Start the Remowve Roles and Features Wizard

Before you centinue, verify that the following tasks have been completed:

* The Administrator account has a strong password
* Metwork settings, such as static IP addresses, are configured
* The most current security updates from Windows Update are installed

If you rust verify that any of the preceding prerequisites have been completed, close the wizard,
complete the steps, and then run the wizard again.

To continue, click Mext.

[ ] Skip this page by default

< Previous | | Mext = | | Install | | Cancel




Select installation type DESTINATION SERVER

WIN-RA403GIKKOR. Deanlashley.com

Before You Begin Select the installation type. You can install reles and features on a running physical computer or virtual
machine, or on an offline virtual hard disk (VHD).

Installation Type

#! Role-based or feature-based installation

Configure a single server by adding roles, role services, and features.

Server Selection

) Remote Desktop Services installation

Install required role services for Virtual Desktep Infrastructure (VD) to create a virtual machine-based
or session-based desktop deployment.

<Previous | | Next> | | Install || Cancel




DESTIMNATION SERVER

Select destination server T T o

Before You Begin

Installation Type

Server Selection

Server Roles

Feziurss

Select a server or a virtual hard disk on which to install roles and features.

® Select a server from the server pool
() Select a virtual hard disk

Server Pool

Filter:

Mame IF Address Operating System

WIN-R4408GIKKQK.Dea... 168.254.5... Microsoft Windows Server 2012 Standard

1 Computer(s) found

This page shows servers that are running Windows Server 2012, and that have been added by using the
Add Servers command in Server Manager. Offline servers and newly-added servers from which data
collection is still incomplete are not shown.

<Previous | | Next> | | instal || Cancel




DESTIMATION SERVER

Select server roles WIN.RASOBGIKKOK Deanl 2chiey com

Before You Begin Select one or more roles to install on the selected server,

Installation Type Roles Description

Server Selection e e————_—.—...—— Active Directory Certificate Servi
Active Directory Certificate Services (Installed) hal {ADNES} :5 use::lytuecnlaa: =SS

Active Directory Domain Services (Installed) certification authorities and related
Active Directory Federation Services (Installed) role services that allow you to issue

Active Directory Lightweight Directory Services anl::_l manage cf.‘rtlﬁcates ==
variety of applications.

Active Directory Rights Management Services (Ins
Application Server =
DHCP Server (Installed)

DM5 Server (Installed)

Fax Server

File And Storage Services (Installed)
Hyper-V (Installed) —1
Metwork Pelicy and Access Services (Installed)
Print and Document Services (Installed)

Remote Access (Installed)
_ R - W

] o] m] m] K] & O K& O @O @E R

| <Previous | | New> | | nstall || Cancel




DESTIMATION SERVER

Select features P

Before You Begin Select one or more features to install on the selected server,

Installation Type Features Description
Server Selection L1 e i wgeey A Metwork Load Balancing (MLE)
Server Boles [] Enhanced Storage distributes traffic across several
Failover Clustering (Installed) SEIVers, using t_he TCFIIF' TSN
— protocol. NLB is particularly useful

Group Policy Management (Installed)

for ensuring that stateless
Select features Ink and Handwriting Services (Installed) - applications, such as Web servers
(] Internet Printing Client running Internet Information

. Services (l1S), are scalable by adding
IP Address Management (IPAM) Server (Installed) additional servers as the load

15M35 Server service (Installed) increases,
[ ] LPR Port Monitor
[] Management OData IIS Extension
Media Foundation (Installed)

b [] Message Queuing
Multipath 1/0 {Installed)

Metwork Load Balancing (Installed)

[ ] Peer Mame Resolution Protocol ™

<| n | >

| <Previous | | Next> | | nstall || Cancel




Add features that are required for Network Load
Balanaing?

The following tools are requered to manage thes feature, but do not
have 10 be instalied on the same server.

4 Remote Server Adminestration Tools
4 Feature Admunstration Tools
[Tools] Network Load Balancing Tools




DESTIMATION SERVER

Select features P

Before You Begin Select one or more features to install on the selected server,

Installation Type Features Description
Server Selection L1 e i wgeey A Metwork Load Balancing (MLE)
Server Boles [] Enhanced Storage distributes traffic across several
Failover Clustering (Installed) SEIVers, using t_he TCFIIF' TSN
— protocol. NLB is particularly useful

Group Policy Management (Installed)

for ensuring that stateless
Select features Ink and Handwriting Services (Installed) - applications, such as Web servers
(] Internet Printing Client running Internet Information

. Services (l1S), are scalable by adding
IP Address Management (IPAM) Server (Installed) additional servers as the load

15M35 Server service (Installed) increases,
[ ] LPR Port Monitor
[] Management OData IIS Extension
Media Foundation (Installed)

b [] Message Queuing
Multipath 1/0 {Installed)

Metwork Load Balancing (Installed)

[ ] Peer Mame Resolution Protocol ™

<| n | >

| <Previous | | Next> | | nstall || Cancel
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The Networl Load Balancing Cluster should have two interfaces one for management
And the other to participate in NLB
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File Cluster Host Options Help

ﬂ% Metwerk Load Balancing Clupg

Cluster configuration for all known MLE clusters
Cluster name Cluster IP address Cluster IP subnet mask Cluster mode

Mew Cluster
Connect to Existing




Connect to one host that is to be part of the new cluster and select the cluster interface

Host:

10.10.10.2

Connect

Connection status

Interfaces available for corfiguring a new cluster

Interface name

Interface P




alancing Liu

Connect to one host that is to be part of the new cluster and select the cluster interface

Host: 10.10.10.11 Connect

Connection status
Connected

Interfaces available for configuring a new cluster

Interface name Interface IP
Ethemet 2 10.10.10.21

Bhur% 10.10.10.11

I Time
8:08:15 AM
8:08:15 AM

Cluster




Windows Server 2012 - Network Load Balancing

New Cluster : Connect

Cluster mode

Connect to one host that is to be part of the new cluster and select the cluster interface

Hot: (10101011 —

Connection status
Connected

Interfaces available for configuring a new cluster

| Interface name Inteface IP
Ethemet 2 10.10.1021
Ethemet 10.10.10.11

Select the cluster interface for management

‘ Time Cluster
8:08:15 AM

8:08:15 AM




Priarty {unique host identifier):
Dedicated |P addresses
|P address Subnet mask

Click on Add to specify cluster IP address

Add... Edit...

Initial host state

Default state: Started
[ ] Retain suspended state after computer restarts




Subnet mask:

() Add IPv6 address:

[Pv6 address:

() Generate IPv6 addresses:

This is the IP that other hosts in the network will use to access cluster resources



The cluster |P addresses are shared by every member of the cluster for load balancing.
The first | address listed is considerad the primary cluster [P address and used for cluster
heartbeats.

Cluster |P addresses:

IP address Subnet mask

10.10.10.50




Cluster |P configuration

I[P address:
Subnet mask:
Full Intemet name:

Metwork address:

Cluster operation mode
@ Unicast

() Multicast

() IGMP mutticast

I 10.10.10.50 I W

205 .255.255 . 0

02+fclalfe-14

Here we will need to select multicast




Defined port rules:

Cluster IP address = Stat  End Prot... Mode Priorty Load Affinity

65535 Baoth Multiple - Single

< [ E

Port rule description

TCP and UDP traffic directed to any cluster |P address that amives on parts 0 through
65535 is balanced across multiple members of the cluster accaording to the load weight
of each member Client |P addresses are used to assign client connections to a specific
cluster host.

On the Port Rules page the default is to forward every port



Defined port rules:

Cluster IP address ~ Stat  End Prot... Mode Priorty  Load Affinity

< [ | >

Add... || Edit... || Remove |

Port rule description

Any traffic directed to cluster P addresses and./ar amiving on ports and.for through
protocols not covered by the defined port rules is handled by the default host. The
default host is determined by the cluster members and is defined as the active cluster
host with the smallest host prionty (unique host 10).

We only want web services so we click on remove then click on Add to Add Port 80



Cluster |P address

Port ange
From: (B0

£

To: (20 =

Protocols
() TCP (O UDP (@ Bath

Filtering mode
(®) Multiple host Affinity: (@) None () Single () Netwark

[ ] Timeout(in minutes): |0 =

() Single host

() Disable this port range

(] Canicel

Select Affinity to None



No Affinity

With No affinity, NLB does not associate clients with a particular member. Every client
request can be load balanced to any member. This affinity provides the best

performance but might disrupt clients with established sessions, because subsequent
requests might be load balanced to other members where the session information

does not exist.

Single Affinity

In Single affinity, NLB associates clients with particular members by using the client's IP
address. Thus, requests coming from the same client IP address always reach the same
member. This affinity provides the best support for clients that use sessions on an intranet.
These clients cannot use No affinity because their sessions could be disrupted.
Additionally, these clients cannot use Class C affinity because intranet clients typically have
IP addresses within a narrow range. It is likely that this range is so narrow that all clients
on an intranet have the same Class C address, which means that one member might
process all of the requests while other members remain idle.

Class C Affinity

With Class C affinity, NLB associates clients with particular members by using the Class C
portion of the client's IP address. Thus, clients coming from the same Class C address
range always access the same member. This affinity provides the best performance for
clusters serving the Internet.



Defined port rules:

Cluster IP address  Stat  End Prat... Mode Priarty Load Affinity
Al a0 a0 Both Multiple - Equal None

<

Port rule description

TCP and UDP traffic directed to any cluster IP address that amives on port 80 is
balanced equalty across all members of the cluster Client |P addresses and ports are
used to assign client connections to a specific cluster host.




Protocols
(JTCP (O UDP (@ Both

Filttering mode
(®) Multiple host Mfinity: (@) Mone () Single () Network

[ ] Timeoutfin minutes): |0




Windows Server 2012 - Network Load Balancing

Server Manager

Server Manager * Dashboard @I vorage o0

M Dashboarcl Network Load Balancing Manager (=[]
i Local Servf! File Cluster Host Options Help
A \ -
B Al Servers g# Network Load Balancing Clusters Host configuration information for hosts n chuster (10101050
s i - = . - -
= - 0 face) o P P subnet mask  Hoat priont |
_f. File and St 8 = Add:Host To Cluster Hoat (intedface Status Dedicated |P address Dadcated IP subnet mask  Hostprorty  Inftial host state
N ) = > g\\EE! Ethemet 2 Converged 10101021 2552052550 1 saned
N Delet®Cluster
w5
Cluster Properties
Refresh
Remove From View
Control Hosts ’
Control Ports..
| LogEn., Date Time Cluster Host Description
0001  7/29/2013 8:08:15AM NLB Manager session started 1
0002 7/29/2013 80815 AM Loading locally bound instances —_
0003 7/29/203 &10:23AM 10101030  WEBI Begin configuration change
0004 7292013 &10:24AM  10.10.10.50  WEB! Waiting for pending operation 7
005 7292013 BI42AM 10101050  WEB! Update 7 succeeded [double click for details...]
0006 7/29/2013 E10:2AM 10101050  WeBl End configuration change
BPA results BPA results BPA results



= gg Network Load Balancing Clusters

Host configuration informiation for hosts in cluster (10.10.10 50)

e Hout (rteface) Statue Dedicated P address  Dedicated [P subnet mask  Hostproty  Initial host state
[ WEB1(Ethernet 2 WEB! (Ethemat 2 Converged 10101021 265.255.255.0 1 waned
- [ WEB2(Ethernet 2) WEB2(Etremet 2) Converged  101010.2 2552652550 2 waned
LogEn., Date Time Cluster Host Description
0005 7/29/2013 &10:2AM 10101050  WEB! Update 7 succeeded [double click for details...]
0006 7/29/2013 BI0:A2AM 10101050  WEB! End configuration change
0007 7292003 &1120AM 10101050  WEB2 Begin configuration change |
0008 7/29/2013 &11:20AM  10.10.10.50  WEB2 Waiting for pending operation 5
0009 7/29/2013 B13TAM 10101050  WEB2 Update 5 succeeded [double click Yor details..] = |
0010  7/26/2013 &11:37TAM 10101050  WEB2 End configuration change ) Actil



