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Network Load Balancing Cluster 

The Network Load Balancing (NLB) feature distributes traffic across 
several servers by using the TCP/IP networking protocol 



High availability 
A high availability system reliably provides an acceptable 
level of service with minimal downtime. To provide high 
availability, NLB includes built-in features that can 
automatically: 
 
• Detect a cluster host that fails or goes offline, and then 

recover. 
• Balance the network load when hosts are added or 

removed. 
• Recover and redistribute the workload within ten 

seconds. 
 



Scalability 
 For NLB clusters, scalability is the ability to incrementally 
add one or more systems to an existing cluster when the 
overall load of the cluster exceeds its capabilities.  
• Balance load requests across the NLB cluster for 

individual TCP/IP services. 
• Support up to 32 computers in a single cluster. 
• Balance multiple server load requests (from the same 

client or from several clients) across multiple hosts in 
the cluster. 

• Add hosts to the NLB cluster as the load increases, 
without causing the cluster to fail. 

• Remove hosts from the cluster when the load 
decreases 

 



Hardware requirements 
To run an NLB cluster, the following are hardware 
requirements: 
• All hosts in the cluster must reside on the same 

subnet. 
• There is no restriction on the number of network 

adapters on each host, and different hosts can have 
a different number of adapters. 

• Within each cluster, all network adapters must be 
either multicast or unicast. NLB does not support a 
mixed environment of multicast and unicast within a 
single cluster. 

 



Software requirements 
To run an NLB cluster, the following are software 
requirements: 
• Only TCP/IP can be used on the adapter for which 

NLB is enabled on each host. Do not add any other 
protocols (for example, IPX) to this adapter. 

• The IP addresses of the servers in the cluster must be 
static. 

• NLB does not support Dynamic Host Configuration 
Protocol (DHCP) 

 



















The Networl Load Balancing Cluster should have two interfaces one for management 
And the other to participate in NLB  











Select the cluster interface for management 



Click on Add to specify cluster IP address 



This is the IP that other hosts in the network will use to access cluster resources 





10.10.10.50 

Here we will need to select multicast 



On the Port Rules page the default is to forward every port 



We only want web services so we click on remove then click on Add to Add Port 80 



Select Affinity to None 



No Affinity  
With No affinity, NLB does not associate clients with a particular member. Every client 
 request can be load balanced to any member. This affinity provides the best 
 performance but might disrupt clients with established sessions, because subsequent 
 requests might be load balanced to other members where the session information  
does not exist.  
Single Affinity  
In Single affinity, NLB associates clients with particular members by using the client's IP 
address. Thus, requests coming from the same client IP address always reach the same 
member. This affinity provides the best support for clients that use sessions on an intranet. 
 These clients cannot use No affinity because their sessions could be disrupted. 
Additionally, these clients cannot use Class C affinity because intranet clients typically have 
IP addresses within a narrow range. It is likely that this range is so narrow that all clients 
on an intranet have  the same Class C address, which means that one member might 
process all of the requests  while other members remain idle.  
 
Class C Affinity  
With Class C affinity, NLB associates clients with particular members by using the Class C  
portion of the client's IP address. Thus, clients coming from the same Class C address 
range always access the same member. This affinity provides the best performance for 
clusters serving the Internet.  
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